
Abstract Organic dyes commonly used for planar

laser-induced fluorescence (PLIF) are susceptible to

photobleaching under laser excitation. Previous work

has shown that photobleaching can induce significant

errors in laser-induced fluorescence measurements

made with single-point techniques. This paper presents

an analytical model and experimental results that

quantify the extent of photobleaching in the more

common planar configuration of the technique.

Experimental results for two common dyes, fluorescein

and Rhodamine 6G, agree well with analytical pre-

dictions for typical PLIF parameters. Results indicate

that even dyes such as fluorescein that have large

photobleaching constants can be used with little error

in many PLIF experiments.

1 Introduction

Laser-induced fluorescence (LIF) is commonly used to

measure scalar concentrations and fluxes in fluid flows

where a fluorescent dye is used as the scalar surrogate.

The dye is excited by a laser, inducing fluorescence

such that the emitted light can be quantified with a

photomultiplier tube or a CCD chip in a digital cam-

era. Under appropriate conditions, the fluorescence is

proportional to the concentration of dye present in the

area of interest (Koochesfahani and Dimotakis 1985).

In fluid mechanics, the LIF technique is commonly

used to measure scalar concentrations (Coppeta and

Rogers 1994; Crimaldi and Koseff 2001), temperatures

(Coppeta and Rogers 1995; Sakakibara and Adrian

1999; Hishida and Sakakibara 2000), or velocities

(Borg et al. 1985) in a laboratory flow field. Depending

on the optical setup, LIF can be used to determine

relative concentrations at a single point (Durst and

Schmitt 1984; Crimaldi 1997), along a line (Koo-

chesfahani 1984; Westblom and Svanberg 1985; Brun-

gart et al 1991), within a plane (Houcine et al. 1996;

Karasso and Mungal 1997), or within a three-dimen-

sional volume (Prasad and Sreenivasan 1990; Goldstein

and Smits 1994; Tian and Roberts 2003). The most

common implementation of LIF in fluid mechanics is

planar laser-induced fluorescence (PLIF). In PLIF, a

laser sheet is created within the flow, exciting the dye

and causing it to fluoresce. Images of the spatial dis-

tribution of fluorescence intensity can be processed

into calibrated concentrations, as described in

Sect. 3.1. Applications of PLIF are multifold, including

determining concentration statistics within a turbulent

boundary layer (Crimaldi and Koseff 2001; Crimaldi

et al. 2002; Webster et al. 2003; Mead et al. 2003),

understanding mixing and dispersion processes at

boundary layers (Houcine et al. 1996; Munsterer

and Jahne 1998) or in turbulent jets (Catrakis and

Dimotakis 1996; Webster et al. 2001), and assessing

transport processes within the flow (Lemoine et al.

1999; Cowen et al. 2001). In this paper, we examine the

effect of photobleaching on the accuracy of the PLIF

technique.

When a dye molecule absorbs an incident photon, it

is promoted to the singlet excited state, which is

unstable. Once in the singlet excited state, the mole-
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cule may follow one of the three different pathways.

Typically, the dye will return to the ground state

through emission of a photon in the process of fluo-

rescence. Other pathways available to the excited

molecule are a radiationless, internal conversion back

to the ground state or conversion to the triplet state

through intersystem crossing. Dye molecules in the

triplet state are vulnerable to physical or chemical

quenching, which returns the molecule to the ground

state, or to photobleaching, which irreversibly converts

the dye molecule to a colorless leucocompound that is

no longer able to fluoresce when exposed to further

photon flux (Oster and Adelman 1956; Guilbault et al.

1990; Song et al. 1995, 1996).

At low excitation intensities, dye concentrations and

time exposure to the exciting light source, conversion of

dye in the singlet excited state to the triplet state is

minimal, and the fluorescence observed through PLIF is

proportional to the concentration of dye present in the

imaged area for a spatially uniform pH and temperature

(Walker 1987). However, at sufficiently long exposure

times or intense excitation, photobleaching becomes

significant, thereby leading to a lower fluorescence for

the given concentration of dye in the imaged area and an

underestimate of measured dye concentrations. Differ-

ent dyes have different susceptibilities to photobleach-

ing; fluorescein, popular because of its low cost, low

temperature and pH dependence, high quantum yield

(Magde et al. 2002), high solubility in water, low toxicity

(Smart and Laidlaw 1977) and high molar absorption

at the 488 nm line of the Ar–I laser is particularly

susceptible (Crimaldi 1997).

Various researchers have examined the photoble-

aching process in common dyes. Many of these

researchers (Imamura and Koizumi 1955; Song et al.

1995, 1997) noticed that for low concentrations of dye

and relatively low incident light intensity, photoble-

aching occurs as a first-order process with a rate pro-

portional to the incident light intensity (Koochesfahani

1984). Crimaldi (1997) adapted this formulation into an

analytical model of photobleaching for point LIF

geometries. No previous studies, however, have di-

rectly examined the extent of photobleaching on the

more ubiquitous PLIF configuration, which differs

significantly in its geometry. This study is designed to

predict the photobleaching error associated with a

particular dye and experimental PLIF configuration.

Its aims are to:

1. Develop an analytical model based on the first

order kinetics of Koochesfahani (1984) that de-

scribes the extent of photobleaching in a PLIF

system for single and multiple laser scans.

2. Experimentally test the validity of the analytical

model.

3. Compare photobleaching in the two different

implementations of PLIF: the line-scan method

and the cylindrical lens method.

2 Analytical

2.1 Fluorescence equations for PLIF geometry

In PLIF, the laser sheet used to illuminate dye con-

centrations within a plane is commonly created

through one of the two different techniques. The line-

scan (LS) method (Crimaldi and Koseff 2001; Stapo-

untzis et al. 1992; Hishida and Sakakibara 2000; Web-

ster et al. 2003) employs a galvanometer or rotating

mirror, which scans a laser beam with circular cross-

section across the measurement area, as seen in Fig. 1.

In the cylindrical lens (CL) method (Coolen et al.

1999; Houcine et al. 1996; Coppeta and Rogers 1995,

1994; Das et al. 2005), a stationary beam passes

through a cylindrical lens and is then directed into

the measurement volume. As shown in Fig. 2, the

cylindrical lens expands the beam along one dimen-

sion, creating a Gaussian sheet. Still other workers

(Sakakibara and Adrian 1999) employ a combination

of the CL and LS techniques, using a galvanometer or

rotating mirror to slowly sweep a beam that has been

expanded into a sheet with a cylindrical lens through

the image area.

Fig. 1 Establishment of laser sheet and pixel geometries in the
LS–PLIF technique. The Cartesian coordinate system employed
in the analytical model is defined based on the pixel geometry,
which is, in turn, defined by sheet dimensions. Variables used in
the analytical model are also defined in the diagram. The half-
width of the pixel is defined as w, whereas the beam radius is
defined as a
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Despite their differences, the LS and CL methods

can be modeled similarly. Namely, the CL method can

be modeled as an LS process for a beam with an

elliptical cross-section and a relative flow velocity, U,

that equals the mean flow velocity. Relative flow

velocity for the LS method, in contrast, is calculated by

subtracting the mean flow velocity from the laser scan

velocity.

In the PLIF configuration depicted in Fig. 2, the

laser is operated in TEM00 mode, so the intensities in

the cross-section of the beam can be described by a

two-dimensional Gaussian method. Let a and b be the

e–2 beam radii along the long and short axes of the

elliptical cross-section. The PLIF system images a

small fluid volume (hereafter referred to as the pixel

volume) within the laser scan onto a single CCD pixel.

Fluorescence intensity acquired by the CCD chip is

modeled for each pixel individually. An x, y, z Carte-

sian coordinate system with the origin at the center of

the imaged pixel is established, and x, y, and z are

normalized by b to x*, y*, and z*. We define the pixel

width, thickness, and height to be the lengths of the

pixel in the x-, y-, and z- directions, respectively (see

Figs. 1, 2). The imaged pixel thickness (defined as the

e–2 thickness of the pixel volume) is 2b. In addition,

time t is normalized by the total amount of time re-

quired for the laser to execute a complete scan over the

pixel, as described in Sect. 2.2. The relative intensity

value measured by the CCD camera for each pixel is

the local instantaneous fluorescence, integrated over

pixel volume and exposure time. This total fluores-

cence is normalized so that the value is unity when

photobleaching is nonexistent and zero when complete

bleaching occurs (Crimaldi 1997):

F� ¼
ZZZ

I�ðx�; y�; t�ÞC�ðx�; y�; t�Þdx�dy�dt�; ð1Þ

where local laser intensity, I, and unbleached dye

concentration, C, are normalized so that the total

power within the beam cross-section and total initial

concentration prior to photobleaching, respectively,

are unity. It is assumed that laser intensity and con-

centration within each pixel are invariant with z. This

assumption is satisfied when Lambert–Beer’s Law

beam attenuation over the height of the pixel is suffi-

ciently small and when vertical differences in beam

intensity due to the sweep arc of the beam or beam

spreading from a focal point are minimal. Violations of

the assumption of z-direction invariance will lead to an

underestimate or overestimate of the extent of photo-

bleaching, depending on whether the incident laser

intensity at the top or bottom of the pixel is employed

in calculations. Choosing small pixel heights, low dye

concentrations, and pixel locations centered on the

focus of the beam and far from the pivot of the scan-

ning mirror minimizes errors due to such violations.

For each pixel of interest, Lambert–Beer’s Law and

beam spreading calculations should be applied in ad-

vance to determine the appropriate laser power and

beam dimensions to use in photobleaching calcula-

tions.

2.2 Modeling laser intensity

Since the laser intensity over time can be modeled by a

simple translation of the two-dimensional Gaussian

beam intensity profile, it is assumed that the distance

between the scanning mirror and the center of the pixel

of interest is large enough that angular tilting of the

beam due to the motion of the scanning mirror can be

neglected, which is exactly true at the center column of

the image (see Fig. 3). Then, intensity, or energy flux

per unit time (W m–2), can be written as

Iðx�; y�; t�Þ ¼ 2P

pab
exp �2

b2

a2
ðx� � d�Þ2 þ y�2

� �� �
; ð2Þ

where d* is the time-varying distance between the

beam and pixel centers, normalized by b. P is the total

laser power in the beam cross-section at the location of

the pixel. The pixel width is 2w, as seen in Figs. 1 and 2,

and time is normalized so that at t* = 0 the beam

center is located one beam radius a up-scan of the pixel

edge and that, at t* = 1, the beam center is one beam

radius down-scan of the pixel. In other words,

Fig. 2 Establishment of laser sheet and pixel geometries in the
CL–PLIF technique. As in the LS case, w is the pixel half-width,
while a and b are the long and short axes, respectively, of the
elliptical cross-section of the laser sheet
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d ¼ � ðwþaÞ
b when t* = 0 and d� ¼ wþa

b when t* = 1 for a

single laser scan. The normalized time t* is then

t� ¼ _st

2ðwþ aÞ ; ð3Þ

where _s is the linear scan rate of the beam relative to

the fluid. When S is the linear scan rate of the beam

and U is the fluid velocity component in the x-direc-

tion, _s ¼ S�Uj j: Note that S ¼ r _h; where r is the dis-

tance between the scanning mirror and the center of

the pixel and _h is the angular scan rate of the mirror. In

the CL method, S = 0, and _s ¼ U:

Following the convention of Crimaldi (1997), I* is

normalized so that

ZZ
I x�; y�; t�ð Þdx�dy� ¼ 1: ð4Þ

Solving Eq. 4 and applying the definition of d*, the

normalized intensity can be written as

I�ðx�;y�;t�Þ¼2b

pa

exp �2
b2

a2
x�þwþa�2ðwþaÞt�

b

� �2

þy�2

" #( )
: ð5Þ

2.3 Modeling dye concentration

Based on the first order photobleaching kinetics re-

ported by Koochesfahani (1984), Crimaldi (1997) de-

rives the equation for the unbleached concentration of

dye remaining at time t after exposure to a time-

dependent excitation intensity:

CðtÞ ¼ C0 exp
�Qbr

hm

Z t

t0

Ið~tÞd~t

2
4

3
5; ð6Þ

where C0 is the concentration of the dye at time t0, ~t is a

variable of integration, Qb is the number of dye mol-

ecules bleached per absorbed photon, r is the absorp-

tion cross-section of the dye, m is the frequency of

excitation light, and h is Planck’s constant. This equa-

tion assumes first-order photobleaching kinetics, which

is valid when a dye–oxygen mechanism of photoble-

aching dominates (Song et al. 1997). To apply this

equation to the geometry of a PLIF pixel volume, C(t)

is normalized by dividing the right-hand side of the

equation by C0, and Eq. 2 is integrated from zero to t*.

When the term in front of the integral is nondimen-

sionalized, Eq. 6 becomes

Notably, the coefficient within the exponential is

equivalent to Crimaldi’s (1997) nondimensional

photobleaching parameter B, with _s replacing u:

B ¼ QbrP

hmb_s
ffiffiffiffiffiffi
2p
p : ð8Þ

Now that Eq. 7 has been specified, the normalized

fluorescence intensity expected for a pixel can be

solved. Equations 1, 5, and 7 are numerically inte-

grated for �1 � y� � 1;� w
b � x� � w

b ; and 0 £ t* £ 1.

This analysis is also extended to the case in which a dye

parcel is exposed to multiple, simultaneous scans, in

which the upper bound on t* is the total number of

scans.

2.4 Incomplete traverses

The model above allows for calculation of the photo-

bleaching after one complete pass through the Gauss-

Fig. 3 Geometry for PLIF image acquisition. The CCD camera
used to capture the image would be positioned above the plane
of the figure. Inset The darkly shaded square represents the suite
of pixels averaged in the acquisition of photobleaching data. This
group of pixels is located directly above the center axis of the
scanning mirror

C�ðx�;y�; t�Þ¼exp
QbrP

hmb_s
ffiffiffiffiffiffi
2p
p exp½�2y�2� erf

ffiffiffi
2
p

b

a
x�þwþa�2ðwþaÞt�

b

� � !
�erf

ffiffiffi
2
p

b

a
x�þwþa

b

� 	 !" #( )
: ð7Þ
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ian sheet in the CL technique or after a complete laser

scan in the LS technique. While the rapid scan veloc-

ities employed in LS–PLIF allow the assumption that

the parcel remains within the imaged plane for the

duration of the scan to be reasonable, it is unlikely that

the fluid parcel in the CL–PLIF technique will remain

within the sheet as it flows from the left edge to the

right edge. For typical laboratory flows, the solution to

the photobleaching equations presented above would

overestimate the actual extent of photobleaching ob-

served within a pixel. Thus, a second solution is derived

in which the fluid parcel incompletely traverses the

Gaussian sheet.

As the Gaussian sheet is stationary within the flow,

the origin of the x, y, z coordinate system is naturally

chosen as the center of the Gaussian, and pixel

boundaries are defined with respect to this origin. Due

to the stationarity of the sheet, d* in Eq. 2 is zero. To

solve for unbleached dye concentration at a particular

location, we use an alternative to Eq. 6, also given by

Crimaldi (1997) for the case in which the dye parcel

moves through a spatially varying excitation intensity

field:

CðxÞ ¼ C0 exp
�Qbr
hmU

Zx

x0

Ið~xÞd~x

2
4

3
5; ð9Þ

where ~x is a variable of integration. The lower limit of

integration, x0, is the starting point of the fluid parcel’s

path within the sheet, or x – Uh, where h is the amount

of time the parcel has spent within the sheet. For

convenience, we choose a different time normalization

scheme so that the amount of nondimensional time

required for a fluid parcel to pass through one pixel is

unity:

h� ¼ U

2w
h: ð10Þ

Solving the integral and normalizing by C0, Eq. 9

becomes

To solve Eq. 1, it is assumed that all fluid parcels

passing through the pixel originated in the sheet at the

same time (fluid parcels have the same initial path

length). Then, the quantity I*(x*,y*)C*(x*,y*,z*) is

integrated over the spatial area of the pixel and from

the number of pixels the fluid parcel has traversed

within the sheet at the start of the exposure to the

number of pixels traversed in the sheet at the end of

the exposure in h*.

Note that Eq. 11 in not appropriate for the special

case in which U is zero and the fluid parcel is illumi-

nated by a CL pulse of duration T. In this case, Eq. 6

simplifies because the incident laser intensity does not

vary with time during the pulse duration (i.e., d* is

time-invariant). Equation 9 becomes

C�ðx�;y�;TÞ¼

exp
�2QbrPT

hmabp
exp �2

b2

a2
ðx��d�Þ2þy�2

� �� �� �
: ð12Þ

2.5 Analytical model results

Figure 4 shows the results after integrating Eq. 1 for a

single laser scan and a continuum of B-values, using

the LS technique. The shape of the photobleaching

curve remains unchanged for different values of pixel

width. For low values of B (corresponding to low laser

intensity and/or high net scan rate) the effects of

photobleaching are negligible, but photobleaching in-

creases nonlinearly as B increases (P increases and/or _s

decreases). If F* is to remain within one percent of its

unbleached value, B must be smaller than 0.014. The

nondimensional photobleaching curve for the LS

technique is plotted alongside the curve for a typical

application of the CL technique, in which Eq. 11 is

integrated for a pixel at the center of the image, a path

length (p) of 1 cm, a laser sheet 10 cm wide by 0.01 cm

thick, and a continuum of B-values. The total nondi-

mensional exposure time for the generation of this

curve is unity. The shape of the curve varies strongly

with path length and pixel position and weakly with

sheet dimensions. The position of this curve above the

photobleaching curve for the LS technique at most

values of B indicates that, for a given B, the amount of

photobleaching expected from one scan of the laser in

the LS technique is greater than that induced by the

passage of dye through 1 cm of the CL laser sheet

under these conditions. Recall from the definition of B,

C�ðx�; y�; h�Þ ¼ exp B expð�2y�2Þ erf

ffiffiffi
2
p

b

a
x� � 2wh�

b

� � !
� erf

ffiffiffi
2
p

b

a
x�

 !" #( )
: ð11Þ
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however, that since the laser scan velocity employed in

the LS technique is typically much greater than the

flow velocity of the fluid, B will typically be much

smaller in the LS technique than in the CL technique.

For example, in the common PLIF configuration out-

lined in Table 1, B is 0.0082 for the LS technique and

0.82 for the CL technique. Whether this lower B

translates into less photobleaching requires further

examination, detailed below.

Figure 5 compares the photobleaching that would

be experienced in LS and CL implementations of the

PLIF configuration outlined in Table 1. In the curve

presented for the LS configuration, generated using the

model for multiple laser scans, F* decreases with p in a

stepwise fashion due to the discrete nature of the laser

scans across the image. For this example, the beam is

scanned at a frequency of 10 Hz, which is at the high-

frequency end of the range put into practice in the

laboratory. The first scan is assumed to occur when the

fluid parcel enters the sheet area, and location of the

pixel at which photobleaching is evaluated translates

with the fluid parcel. In the CL technique, laser

intensity varies in a Gaussian form across the sheet,

and thus, photobleaching is strongly dependent on

pixel location. The least amount of photobleaching

occurs at the edges of the sheet, where laser intensity is

low, while the greatest amount occurs at the center.

Curve CLa in Fig. 5 presents the photobleaching that

would be experienced by a fluid parcel terminating its

path through the light sheet at the downstream edge of

the sheet. Due to the pixel location at the edge of the

Gaussian, this curve provides a best-case estimate of

the photobleaching occurring within the CL imple-

mentation of PLIF. For low values of p, the curve de-

creases with a shallow slope, due to the low intensities

at the edge of the Gaussian. As the path length extends

into the center region of the image, where laser

intensities are high, F* decreases with a steeper slope.

Then, as the path length extends into the low-intensity

upstream portion of the Gaussian, the slope of the F*

versus p curve again decreases.

Curve CLb in Fig. 5 presents the photobleaching

that would be experienced by a fluid parcel with path

length centered on the Gaussian. Thus, at low p, F* is

reported for a pixel near the center of the image, while

at high p, F* is reported for a pixel near the down-

stream edge of the image. The slope of this curve de-

creases with increasing p as the path of the fluid parcel

Table 1 PLIF configuration used in text example

Fluid velocity, U 10 cm/s
Image size 10 cm
Number of pixels per column 1,000
Integration time 10 ms
Image acquisition frequency 10 Hz

Fig. 5 Normalized fluorescence, F*, versus path length, p, fluid
parcel has traveled within the laser sheet for the CL and LS
implementations of PLIF under the conditions provided in
Table 1. Due to sheet nonuniformities in the CL implementa-
tion, the photobleaching experienced for a particular path length
varies for different pixel locations within the laser sheets, so both
a best-case and worst-case photobleaching scenario are pre-
sented for the CL technique. In the best-case scenario (CLa), the
pixel is located at the downstream edge of the laser sheet, while
the worst-case scenario (CLb) provides the photobleaching
occurring in a pixel at the end of a fluid parcel path length
centered on the laser sheet Gaussian

Fig. 4 Normalized fluorescence, F*, versus the photobleaching
parameter, B, for different implementations of LIF. The curve
for the LS–PLIF configuration was obtained for a pixel in the
center column of the image after exposure to a single passage of
the laser beam, while the curve for the CL–PLIF configuration
was obtained for a pixel in the same location after the fluid parcel
comprising that pixel passed through a length of 1 cm within a
laser sheet 10 cm wide by 0.01 cm thick

808 Exp Fluids (2006) 41:803–812
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extends into the tails of the Gaussian. This curve pro-

vides a worst-case estimate of the photobleaching

occurring within the CL implementation of PLIF.

From Fig. 5, it is evident that for the PLIF config-

uration outlined in Table 1, the LS technique results in

significantly less photobleaching than the CL technique

for path lengths greater than 0.22 cm. Below 0.22 cm,

curve CLa features higher F* values than curve LS, but

it is only below path lengths of 0.02 cm that curve CLb

rises above curve LS. Differences between the three

curves are so slight for path lengths lower than 0.22 cm,

though, that practically, the dye would experience very

similar extents of photobleaching in each of the

implementations at small path lengths within the laser

sheet. For both configurations, as path length increases,

the value of B required to maintain negligible photo-

bleaching decreases.

3 Experimental

3.1 Materials and methods

The goal of the experimental portion of this analysis

was to validate the first-order analytical model that was

developed for PLIF geometry for low laser intensities

and dye concentrations. Experiments were performed

in a 5.5-gallon glass tank filled with a well-mixed dye

solution. The 488 nm line of an argon-ion laser was

used as the exciting light source. The laser beam was

expanded and then focused such that the beam waist

corresponded with the measurement location. The e–2

beam waist diameter was 0.45 mm, as determined by

fitting a Gaussian to transects of images of the beam. A

scanning mirror directed the focused beam into the

tank to create the light sheet shown in Fig. 3. A CCD

camera captured the fluorescence emitted from the

laser light sheet. Image intensity from a 200 · 200

square of pixels at the center of the image area was

averaged to obtain F*, and five images were used to

obtain each point on the nondimensional photoble-

aching curve. Raw images (A) were corrected for

camera dark response (D), exposure time/scan rate,

and laser intensity to obtain concentrations in accor-

dance with the following algorithm, based on Crimaldi

and Koseff (2001):

Cn ¼ a An �Dnð Þ _sn

In

� �
; ð13Þ

where a is a spatially-varying constant of proportion-

ality that reflects variations in pixel gain, dark re-

sponse, lens vignette, and nonuniformities in the laser

scan. Here, the ‘‘n’’ subscript refers to the experi-

mental conditions used to generate each point. F* is

obtained by normalizing Cn by C0, where C0 is the dye

concentration in the negligible photobleaching condi-

tion, obtained by progressively reducing the photo-

bleaching constant B until raw fluorescence, corrected

for exposure time and intensity, becomes invariant.

To compare experimental photobleaching results to

analytical results, F* was obtained under the afore-

mentioned configuration for B values ranging from less

than 10–3 to greater than 100. B is varied by adjusting

the integration time while maintaining a constant laser

power of 1.5 W. Corresponding values of B and F*

form points on the nondimensional photobleaching

curve. Finally, the experimental photobleaching curve

was then fit to the analytical photobleaching curve by

adjusting Qbr, as detailed below.

3.2 Experimental results

The experimental photobleaching curves obtained

using two different initial fluorescein dye concentra-

tions (20 and 200 ppb) and a Rhodamine 6G dye

concentration of 5 ppb are plotted against the analyt-

ical photobleaching curve in Fig. 6. Experimental re-

sults produce good agreement to the analytical curve

for values of the photobleaching constant less than 0.2.

Qbr was optimized by applying a least-squares mini-

mization of error procedure to the points on this por-

Fig. 6 Experimental versus analytical normalized photobleach-
ing curves, generated under a single scan of the laser in the LS–
PLIF configuration. The analytical curve results from integration
of equation 1, and experimental results are reported for Rhoda-
mine 6G (5 ppb) and fluorescein (20 and 200 ppb). Qbr values are
8.2 · 10–22 cm2 for Rhodamine 6G and 1.4 · 10–20 cm2 for
fluorescein
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tion of the curve. The best-fit values of Qbr were

determined to be 1.4 · 10–20 cm2 for fluorescein and

8.2 · 10–22 cm2 for Rhodamine 6G, which result in R2

values of 0.98 for both dyes. These Qbr values are

within the same order of magnitude as the values re-

ported by Crimaldi (1997). Experimental photoble-

aching curves obtained using three different initial dye

concentrations are statistically indistinguishable, veri-

fying that the rate constant of photobleaching is not

dependent upon concentration and upholding the

assumption that the Lambert–Beer’s Law attenuation

of incident light is negligible.

As seen in Fig. 6, at high values of B (>0.2), the

experimental photobleaching curve begins to deviate

from the analytical curve; less photobleaching is ob-

served than predicted. Experiments suggest that this

deviation resulted neither from out-of-plane motions

during the exposure nor limited diffusion of dissolved

oxygen to the image plane with respect to the rate of

occurrence of the dye-oxygen mechanism that is

thought to dominate photobleaching kinetics (Song

et al. 1996). This deviation, however, occurs only at

impractically long exposures, which, if employed,

would result in substantial error due to fluid motion

and factors other than photobleaching.

4 Discussion and conclusions

Although Crimaldi (1997) thoroughly analyzed the

extent of photobleaching in single-point LIF configu-

rations, this paper presents the first comprehensive

study of the extent of photobleaching in the more

common PLIF configuration. Model results indicate

that for typical values of B employed in PLIF, photo-

bleaching is not likely to be significant, even for dyes

with large values of Qbr such as fluorescein. Photo-

bleaching increases to significant levels with multiple

scans, but in turbulent flow, it is unlikely that a dye

parcel will remain within the flow for more than one

scan. In the CL implementation of PLIF, photoble-

aching is more significant for a complete pass through

the expanded beam than for a comparable LS imple-

mentation, reflecting a B value that is nearly two or-

ders of magnitude higher than that for a comparable

LS configuration, due to the longer time of illumina-

tion. However, it is similarly unlikely in the CL

implementation that a fluid parcel in a turbulent

flow will remain within the illuminated area long

enough to experience significant bleaching. For shorter

path lengths in the image area, the photobleaching

experienced in a CL implementation of PLIF (low

laser intensity but long duration of illumination) is

comparable to that in an LS implementation (high

laser intensity but short duration of illumination).

In addition to path length considerations, several

other factors can cause the analytical photobleaching

model to produce a worst-case estimate of the extent of

photobleaching in a PLIF configuration. For instance,

pixels located in off-center portions of the image

experience more diffuse illumination and therefore less

photobleaching than predicted for pixels at the center

of the image. Furthermore, observations of ‘‘photo-

bleaching recovery’’ between subsequent scans (Saylor

1995; Sakakibara and Adrian 1999) indicate that the

loss of fluorescence in a single scan/pass through the

image area is likely dominated by quenching rather

than irreversible photobleaching (Song et al. 1996),

leading to recovery of the ground state between sub-

sequent scans or photon absorption events. This

recovery, in turn, leads to F* values that are higher

than predicted by the model for dye parcels exposed to

multiple scans or with relatively long path lengths

within the light sheet. As shown in the Experimental

section, however, model predictions of photobleaching

in the single-scan LS scenario are upheld by experi-

mental results for typical laser intensities, beam

diameters, and scan rates.

For values of the photobleaching constant greater

than 0.2, the experimental data exhibited higher nor-

malized fluorescence than was predicted by the ana-

lytical model (see Fig. 6). The deviations may be due

to factors not accounted for by the model, such as

multiphoton processes at long exposures (Lanni and

Ware 1981; Sahar and Treves 1977), recovery of the

ground state after quenching (i.e., ‘‘photobleaching

recovery’’), or higher-order photobleaching kinetics

(Song et al. 1996). However, the deviations are not of

practical concern for most experiments, since they

correspond to large-B situations where the photoble-

aching error is already unacceptably large. In the case

of our experimental configuration, they also corre-

spond to extremely long exposure times (5 s or longer)

that greatly exceed the advective timescales of most

experiments. Most experiments will be designed to

have a value of B significantly less than 0.2 in order to

avoid these errors, and the agreement between the

experiments and analysis in this range is favorable.

While the model presented in this paper is suitable for

typical PLIF configurations, caution should be exhib-

ited in extending the model to configurations with long

exposure times, high laser intensities, and/or dye con-

centrations that exceed the tested range.

Overall, with the few caveats that we have discussed

here (high-resolution PLIF configurations, long expo-

sures, long path lengths in the light sheet), this model

810 Exp Fluids (2006) 41:803–812
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indicates that fluorescein and other dyes with large Qbr
are acceptable choices for use in PLIF. This finding

advances current knowledge of photobleaching in

large-scale experimental fluid dynamics configurations.

Some researchers (Cowen et al. 2001; Mead et al. 2003;

Shiono and Feng 2003) have used Crimaldi’s (1997)

model for photobleaching in point-LIF configurations

to estimate the extent of photobleaching in PLIF. Out

of these, Mead et al. (2003) and Shiono and Feng

(2003) decided, based on the analysis, to use Rhoda-

mine 6G instead of fluorescein to avoid photobleach-

ing. However, the difference in the extent of

photobleaching predicted for point-LIF and PLIF

geometries shows that the point-LIF analysis is not

transferrable to PLIF geometry, and that, in cases

where the extent of photobleaching in a point-LIF

configuration is significant according to analytical

model predictions, photobleaching is often negligible

in the corresponding PLIF configuration, in which B is

around two orders of magnitude lower. This conclusion

is particularly favorable for some experimental fluids

research; fluorescein is substantially cheaper than other

dye alternatives and has some preferable chemical

qualities (e.g., high quantum yield). Moreover, fluo-

rescein has an absorption spectrum that is more blue-

shifted than common dye substitutes (e.g., Rhodamine

6G), which could be advantageous for spectral sepa-

ration when used in conjunction with other common

dyes.
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